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Abstract: A novel hybrid ARQ (HARQ) scheme using a concatenated two-state trellis-coded modulation (CT-TCM) code is proposed for improving wireless TCP throughput. A distinguished feature of the proposed scheme is that the heavily punctured TCM codes are used for retransmissions of the corrupted data block, which are combined at the receiver with the previously received sequences of the same data block for decoding. By this method, significantly improved coding gain and efficient spectrum utilization can be achieved with very low complexity. A Markov model is developed to evaluate TCP throughput over the proposed HARQ in wireless link. By both analysis and simulation, we demonstrate that compared with other existing TCM-based ARQ schemes, significant improvement of TCP throughput over wireless links is achieved by the proposed CT-TCM HARQ while smaller buffer size is required at the access point.

1 Introduction

Techniques that guarantee efficient and reliable data transmission in wireless networks are crucial for various emerging wireless applications, including wireless Transmission Control Protocol (TCP) applications. In wired networks, TCP supports end-to-end reliable data transmission and enables congestion control, which assumes that wired links are stable and reliable enough that most packet losses are due to network congestion. Once packet loss is detected, TCP source reduces its window size to avoid further network congestion and immediately retransmits the lost packets. In wireless networks, however, packet losses are affected by the characteristics such as high bit error rate
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fading, scarce bandwidth and mobility. If TCP directly runs over wireless networks, the packet
loss due to wireless channel errors will be treated as same as the loss due to network congestion
and unnecessary congestion control will be invoked, i.e., data transmission rate is reduced even
when it is unnecessary. It results in serious degradation of the end-to-end throughput [1].

Various methods have been proposed to overcome the above issue. One method is to distinguish
the packet loss due to network congestion from the loss due to wireless channel errors. TCP sender
will not invoke congestion control if the packet loss is detected due to wireless channel errors [2]–
[8]. A cross-layer design between TCP and lower layers is considered in [2, 4, 5] to improve TCP
performance in wireless links. Snoop TCP [4] makes use of the TCP layer knowledge (duplicate
ACKs) such that lost packets are locally retransmitted in the link layer and duplicate ACKs to
the TCP sender are suppressed to avoid data rate reduction. Freeze-TCP [5] and explicit-loss-
notification (ELN)-enabled [2] TCP take advantage of the physical layer information to prevent
the TCP sender from executing unnecessary congestion control if packet loss due to wireless channel
errors is detected. The pros and cons of these solutions are summarized in Table 1. We observe
that most of these solutions maintain the end-to-end TCP semantics but require modifications on
the current TCP congestion control mechanism.

Alternative solutions resort to using link layer error control schemes, such as local retransmission
by automatic repeat request (ARQ), or the combination of ARQ and forward error correction
(FEC), referred to as hybrid ARQ (HARQ) [9]–[11], to improve TCP performance over wireless
links [2, 10, 11]. HARQ techniques have also been considered in the link layer function of future
broadband wireless networks, e.g., the third generation of mobile networks (3G) and IEEE 802.16
WiMax [12]. The advantage of these link layer solutions is that a transparent transmission path
over wireless links is seen by TCP packets, provided most wireless channel errors can be combatted
by link layer error control schemes. However, the error correction capability of a HARQ scheme
strongly depends on the underlying FEC code. A FEC code with weaker capability will cause
more retransmissions before a packet is correctly received and accordingly longer packet delay
over wireless links. Due to the retransmission mechanism of TCP, any failure of recovering packet losses in link layer before TCP timeouts would trigger the end-to-end TCP retransmission, which results in retransmission at both TCP and link layers. A direct solution to this problem is using a code with strong capability of error correction as the underlying FEC code, to increase the probability that a packet can be successfully received without triggering TCP timeouts. Trellis coded modulation (TCM) has demonstrated its attraction to broadband wireless communications due to its advantage in both power and bandwidth efficiency over wireless links [13]–[16]. As an important application of TCM codes over wireless links, various TCM-based HARQ schemes have been investigated [17]–[21].

In this paper, we propose a novel HARQ scheme based on a recently developed concatenated two-state trellis-coded modulation (CT-TCM) codes [16]. We study the performance of the proposed HARQ with the CT-TCM codes and its impact on TCP throughput over wireless links. In Section 2, we first provide a brief review of various TCM-based HARQ schemes and the CT-TCM codes, which is followed by a detailed description of the proposed HARQ in Section 3. The analytical models to calculate the link layer and TCP throughput bounds of the proposed scheme over additive white Gaussian noise (AWGN) channels are presented in Section 4 and verified by simulation in Section 5, where the performance of our scheme is also evaluated by comparisons with other TCM-based HARQ schemes. Finally, we conclude our investigations in Section 6.

2 Related Work on TCM-based HARQ Schemes

A HARQ scheme with incremental-redundancy can achieve higher efficiency than a Type-I HARQ with repetition coding. However, most of existing TCM-based HARQ schemes [17]–[20] adopt the same repetition method as that used in Type-I HARQ due to the nature of TCM that it is difficult to separate the information bits and parity-check bits of a TCM code.

A comparison between different TCM-based HARQ schemes is investigated in [18]. All the schemes in [18] use the Turbo-based TCM (TTCM) code proposed in [13] with 8PSK modulation
as the underlying FEC scheme. Scheme 1-TTCM and Scheme 2-TTCM are Type-I ARQ of [18] with repetition coding based on a rate 2/3 Turbo code in each retransmission. The difference between them is that in Scheme 2-TTCM, the receiver uses equal gain diversity combining to combine all copies of the received packet into a single packet of the same block size by adding the demodulated log-likelihood values of each packet. Scheme 3-TTCM of [18] is a Type-II HARQ with incremental redundancy. It uses a rate 1/3 Turbo code as the mother code mapped to an 8PSK constellation. The information bits are sent in the first transmission and the redundancy bits are incrementally sent in retransmissions. At the receiver, all bits received in retransmissions are combined with the bits received in the first transmission for decoding.

The scheme of [19] is also based on repetition coding, but it uses an improved combining strategy in decoding. At the receiver, it is proposed to use soft combining of the squared distances between the soft detector output and the possible signals. If \( \vec{r}_i = (r_i^{(1)}, r_i^{(2)}, \ldots, r_i^{(N)}) \) is the \( i \)-th received version of a packet and \( r_i^{(n)} \) are the \( 2^m+1 \) dimensional vectors representing the \( n \)-th symbol, the resulting packet obtained by combining \( L \) received versions of the packet is \( \vec{z}_i = (z_i^{(1)}, z_i^{(2)}, \ldots, z_i^{(N)}) \) where \( z_i^{(j)} = \sum_{i=1}^{L} r_i^{(j)} \). This combining strategy has better throughput performance than that of the average diversity combining scheme which simply averages the soft decision values of the coordinates of each received symbol in all packets.

In a recently proposed TCM-based HARQ scheme [20], two different TCM codes are used in transmission. For the first transmission, the message is encoded by one TCM code. If the received copy contains uncorrectable errors, the message is encoded by the other TCM code for retransmission. After two transmissions, the two TCM codes are used alternatively in retransmissions. This scheme improves the rate at which the squared free distance of the combined codes increases. However, it switches to a repetition mode after two transmissions.

Unlike the above methods, the HARQ scheme of [21] uses different pseudo-random interleaving pattern in each transmission for performance improvement. This scheme involves two identical Turbo encoders concatenated in parallel. Either of them generates a rate 1/2 Turbo code as the
error correction code. For the initial transmission of a packet, the input information sequence is encoded by one of the Turbo encoders. If a retransmission is requested, the input information sequence is first interleaved by a pseudo-random interleaver, and then encoded by the other Turbo encoder and transmitted. For each additional retransmission, a different pseudo-random interleaving pattern is used so that the output weight during retransmissions is higher. At the receiver, the received retransmissions and the initial transmission of the data packet are combined for decoding.

Our proposed HARQ uses the CT-TCM codes in [16] as the underlying FEC scheme. Preliminary work in [16] demonstrates that the CT-TCM codes have very low complexity but comparable performance to some existing Turbo-type coded-modulation schemes [14, 15]. Fig. 1 presents the global structure of a CT-TCM encoder which comprises $M$ component encoders concatenated in parallel by $M$ symbol interleavers. Here, $d_k = (d_{k,0}, \ldots, d_{k,n-1})$ $(k \geq 0)$ represents a binary $n$-tuple information symbol, $\{d_k\}$ is the input information sequence; $z^{(m)}$ denotes the symbol interleaver for component encoder $m$ $(0 \leq m < M)$. Each component encoder consists of a binary two-state trellis encoder characterized by the two-state trellis shown in Fig. 1 and followed by a multi-ary signal mapper. The coded symbol produced by component encoder $m$ is denoted as $c_k^{(m)}$, which contains a parity-check bit $q_k$ specified in [16]. The coded symbol $c_k^{(m)}$ is then mapped to a signal constellation of size $2^{n+1}$, producing a modulated symbol $x_k^{(m)}$. A sequence of modulated symbols $\{x_k^{(m)}\}$ corresponding to information sequence $\{d_k\}$ is referred to as a CT-TCM component code.

For spectrum efficiency, a CT-TCM code is finally produced by heavily puncturing the modulated symbols of all component codes under a selected puncture pattern which satisfies the following constraints: (i) At any time $k \geq 0$, one and only one modulated symbol of $\{x_k^{(m)}, 0 \leq m < M\}$, from the component encoders, carrying the same information $d_k$, is selected and transmitted. The other modulated symbols are punctured; (ii) The punctured symbols are uniformly distributed in each component code. For the CT-TCM with $M$ component encoders, the puncture pattern satisfying constraints (i) and (ii) can be represented as an $M \times M$ indication array $\Gamma$ of which only
one entry per row is one and the others are zero. For example, puncture pattern

$$\Gamma = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}$$

is used for the 8PSK-based CT-TCM codes in [16]. When puncturing, at time instant \(k\) \((k \geq 0)\), \(x_k^{(m)}\) from component encoder \(m\) is selected and transmitted if the \((k \mod M, m)\)th entry of \(\Gamma\) is 1, otherwise it is punctured. Thus, after puncturing only one of \(M\) components per modulated symbol is selected to be transmitted for an input information symbol. Simultaneously the modulated symbols that have not been punctured are uniformly distributed in each component code.

At the receiver, CT-TCM employs an iterative decoder based on a multidimensional Turbo decoder incorporating the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [22]. Fig. 2 presents the structure of the CT-TCM decoder which comprises \(M\) local \textit{a posteriori} probability (APP) decoders, one for each CT-TCM component code. The \(M\) local APP decoders operate successively. For the \(m\)th decoder, \(T\) is for delay of one iteration, \(z^{(m)}\) is the symbol interleaver, and the other variables are the log-likelihood (LL) values and defined as follows.

- \(L^{(m)}\): \textit{a posteriori} LL values for all information symbols after decoding the \(m\)th component code.
- \(L_c^{(m)}\): LL values \{\(\log p(y_k|x_k)\)\} based on individual channel observations of the \(m\)th component code, where \(x_k\) is the \(k\)th modulated symbol and \(y_k\) is the \(k\)th received symbol; its elements \(\{L_{c,k}^{(m)}\}\) are calculated as \(L_{c,k}^{(m)} = \log p(y_k|x_k)\) for unpunctured symbols, \(L_{c,k}^{(m)} = 0\) for punctured symbols.
- \(L_a^{(m)}\): \textit{a priori} LL values for all information symbols for the \(m\)th component code. It is initialized to zeroes, implying no \textit{a priori} information.
- \(L_e^{(m)}\): extrinsic information produced by the \(m\)th component code, defined by \(L_e^{(m)} = L^{(m)} - L_a^{(m)}\).

For more details of the CT-TCM codes, readers are referred to [16].

3 CT-TCM Based HARQ Scheme

The proposed HARQ scheme utilizes the heavily puncturing feature of the CT-TCM codes. Instead of dropping the punctured parts of a CT-TCM code, we propose to store these punctured parts
in a buffer and to use them in subsequent retransmissions when necessary. At the receiver, the received parts from different retransmissions can be combined together for decoding so as to achieve improved coding gain. This approach overcomes the limitation in traditional TCM-based HARQ schemes. Let \( s \) denote a link layer data block to be transmitted. Let \( \gamma_1 \) denote the puncture pattern used for the first transmission of \( s \). The CT-TCM HARQ performs as follows.

**Step 1**: Initially, puncture pattern \( \gamma_1 \) is used to generate sequence \( s_1 \) for the first transmission of \( s \). The punctured parts are stored in a buffer at the sender for retransmissions. If the received sequence \( s'_1 \) (\( s_1 \) plus channel noise) is successfully decoded, an acknowledgement (ACK) is returned to the sender. Otherwise, \( s'_1 \) is stored in a buffer at the receiver and a negative acknowledgement (NAK) is returned, then the ARQ scheme moves to **Step 2**.

**Step \( i \) (2 ≤ \( i \) ≤ \( M \))**: Another puncture pattern \( \gamma_i \) (\( \gamma_i \neq \gamma_{i-1} \)) is used to select a new sequence, denoted \( s_i \), out of the punctured parts in the sender’s buffer for the \( i \)th transmission of \( s \). If no error is detected in the received sequence \( s'_i \), an ACK is returned to the sender. Otherwise, \( s'_i \) is combined with all previously received sequences \( \{s'_j : 1 \leq j \leq i - 1 \} \) for decoding based on the turbo decoding principle. If no error is detected in decoding the combined sequence, an ACK is returned. Otherwise, \( s'_i \) is stored in the receiver’s buffer and an NAK is returned. Then, our scheme moves to **Step \( i+1 \)** if \( i < M \), or returns to **Step 1** and the receiver buffer is cleared if \( i = M \).

With respect to the aforementioned constraints (i) and (ii), a number of qualified puncture patterns can be found. Our preliminary work in [23] have demonstrated by simulation that the assignment of puncture patterns in each transmission attempt of a data block is strongly related to the coding gain obtained in retransmission. Therefore, a key issue of the CT-TCM HARQ is to find appropriate puncture patterns for each transmission attempt of a data block.

In order to achieve optimal performance in combined decoding at the CT-TCM receiver, it is generally preferred that the received information symbols of a data block are evenly distributed in each CT-TCM component code. Based on this preference, the puncture patterns used in two consecutive transmissions of a data block are preferably selected from the qualified puncture patterns.
whose combination satisfies constraint (ii). That is, if the combined puncture pattern is used for
puncturing at the sender, the modulated symbols that have not been punctured are still uniformly
distributed in each CT-TCM component code. For example, in the CT-TCM HARQ with \( M = 4 \),
we use puncture pattern \( \Gamma_0 \) of (1) for the initial transmission of a data block.

\[
\begin{align*}
\Gamma_0 &= \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \\
\Gamma_1 &= \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}, \\
\Gamma_2 &= \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{pmatrix}, \\
\Gamma_3 &= \begin{pmatrix}
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}.
\end{align*}
\] (1)

With respect to the above selection rule, the puncture pattern used for the second transmission of
the data block is preferred to be \( \Gamma_1 \) of (1). At the receiver, the combination of the received sequences
with puncture patterns \( \Gamma_0 \) and \( \Gamma_1 \) is equivalent to a sequence generated by using puncture pattern

\[
\begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{pmatrix}
\]

at the sender, which provides evenly puncturing on each CT-TCM component code. Similarly, we
select puncture patterns \( \Gamma_2 \) and \( \Gamma_3 \) of (1) for the third and fourth transmission of the data block.

4 Throughput Analysis of The CT-TCM HARQ Scheme

4.1 Link Layer Throughput over AWGN Channels

Suppose a data block \( s \) transmitted over an AWGN channel via the CT-TCM HARQ. Denote \( D_i^{(j)} \),
\( F_i^{(j)} \) the events that the received sequence of \( s \) is detected with errors and the combination of the
currently and all previously received sequences for \( s \) is detected with errors by combined decoding,
respectively, when \( s \) is transmitted by the \( i \)-th puncture pattern at the \( j \)-th time after it has been
sequentially transmitted by previous \( i - 1 \) puncture patterns \( \gamma_1, \ldots, \gamma_{i-1} \) for \( j \) times. Denote \( P(D_i^{(j)}) \),
\( P(F_i^{(j)}) \) the probabilities that the events \( D_i^{(j)} \), \( F_i^{(j)} \) occur, respectively. It is assumed that one data
block can be retransmitted \( j \) times till it is successfully received, \( j \to \infty \). It is assumed that the
error contained in any decoded sequence can be detected at the receiver. The average number of
transmissions per data block over the wireless link, denoted \( \Lambda \), is obtained by

\[
\Lambda = 1 + P(D_1^{(1)}) + P(D_1^{(1)}, D_2^{(1)}, F_2^{(1)}) + P(D_1^{(1)}, D_2^{(1)}, F_2^{(1)}, D_3^{(1)}, F_3^{(1)}) + \cdots
\]
\[ P(D_1^{(1)}, D_2^{(1)}, F_2^{(1)}, \ldots, D_i^{(1)}, F_i^{(1)}) + \ldots + P(D_1^{(1)}, D_2^{(1)}, F_2^{(1)}, \ldots, D_M^{(1)}, F_M^{(1)}) \]
\[ + P(D_1^{(1)}, D_2^{(1)}, F_2^{(1)}, \ldots, D_M^{(1)}, F_M^{(1)}, D_1^{(2)}) + \ldots + P(D_1^{(1)}, D_2^{(1)}, F_2^{(1)}, \ldots, D_M^{(1)}, F_M^{(1)}, D_1^{(2)}, D_2^{(2)}, F_2^{(2)}) \]
\[ + \ldots + P(D_1^{(1)}, \ldots, F_M^{(1)}, \ldots, D_i^{(j-1)}, \ldots, D_i^{(j)}, F_i^{(j)}) + \ldots . \] (2)

In (2), \( P(D_1^{(1)}, \ldots, F_M^{(1)}, \ldots, D_i^{(j-1)}, \ldots, D_i^{(j)}, F_i^{(j)}) \) can be expressed by
\[ P(D_1^{(1)}, \ldots, F_M^{(1)}, \ldots, D_i^{(j-1)}, \ldots, F_i^{(j)}, D_i^{(j)}, F_i^{(j)}) = P(F_i^{(j)}|D_1^{(1)}, D_2^{(1)}, F_2^{(1)}, \ldots, D_M^{(1)}, F_M^{(1)}, D_1^{(j-1)}, \ldots, F_i^{(j-1)}, D_i^{(j)}, D_j^{(j)}, F_j^{(j)}, \ldots, D_i^{(j)}, F_i^{(j)}) \]
\[ \cdot P(D_i^{(j)}|D_1^{(1)}, D_2^{(1)}, F_2^{(1)}, \ldots, D_M^{(1)}, \ldots, D_i^{(j-1)}, \ldots, F_i^{(j-1)}, D_i^{(j)}, D_j^{(j)}, F_j^{(j)}, \ldots, D_i^{(j)}, F_i^{(j)}) \]
\[ \ldots \cdot P(D_i^{(j)}|D_1^{(1)}, D_2^{(1)}, F_2^{(1)}, \ldots, D_M^{(1)}, F_M^{(1)}, D_1^{(j-1)}, \ldots, F_i^{(j-1)}, D_i^{(j)}, F_i^{(j)}). \] (3)

In (3), \( P(D_i^{(j)}|D_1^{(1)}, D_2^{(1)}, F_2^{(1)}, \ldots, F_M^{(1)}, \ldots, D_i^{(j-1)}, \ldots, F_i^{(j-1)}, D_i^{(j)}, D_j^{(j)}, F_j^{(j)}, \ldots, D_i^{(j)}, F_i^{(j)} \) is the probability of failure in decoding the received sequence of \( s \) generated by \( \gamma_i \) at \( j \)th time, conditional on that all the previous transmission attempts of \( s \) failed. Denote such a conditional event as \( E \). Denote the set of conditional events that at least one successful transmission attempt before using puncture pattern \( \gamma_i \) by \( j \) times as \( A \). According to Bayes’ Theorem, we have \( P(D_i^{(j)}) = P(D_i^{(j)}|A)P(A) + P(D_i^{(j)}|E)P(E) \). However, with the CT-TCM HARQ, there is no successful transmission attempt before using puncture pattern \( \gamma_i \) at the \( j \)-th time, i.e., \( P(A) = 0 \). Thus, \( P(D_i^{(j)}) = P(D_i^{(j)}|E)P(E) \). Due to the fact that \( P(E) \leq 1 \), we obtain \( P(D_i^{(j)}|E) \geq P(D_i^{(j)}) \).

Similarly, we have \( P(F_i^{(j)}|E) \geq P(F_i^{(j)}) \) for the term of \( P(F_i^{(j)}|D_1^{(1)}, D_2^{(1)}, F_2^{(1)}, \ldots, D_M^{(1)}, F_M^{(1)}, \ldots, D_i^{(j-1)}, \ldots, F_i^{(j-1)}, D_i^{(j)}, F_i^{(j)} \) in (3). Then we can rewrite (3) as,
\[ P(D_1^{(1)}, \ldots, F_M^{(1)}, \ldots, D_i^{(j-1)}, \ldots, F_i^{(j-1)}, D_i^{(j)}, F_i^{(j)}) \geq P(D_1^{(1)})P(D_2^{(1)})P(F_2^{(1)}) \]
\[ \ldots \cdot P(D_i^{(1)})P(F_i^{(1)}) \ldots P(D_i^{(j-1)}) \ldots P(F_i^{(j-1)})P(D_i^{(j)})P(F_i^{(j)}) \] (4)

Substituting (4) into (2), we obtain
\[ \Lambda \geq 1 + \sum_{j=1}^{\infty} \Pi_{j=1}^{j-1} \Pi_{i=1}^{M} P(D_i^{(j)}) \Pi_{i=2}^{M} P(F_i^{(j)}) \cdot \sum_{i=1}^{M} \Pi_{i=1}^{j} P(D_i^{(j)}) \Pi_{i=2}^{M} P(F_i^{(j)}) . \] (5)

Also, the following relationships hold:
\[ P(D_1^{(1)}, D_2^{(1)}, F_2^{(1)}, \ldots, F_M^{(1)}, \ldots, D_i^{(j-1)}, \ldots, F_i^{(j-1)}, D_i^{(j)}, D_j^{(j)}, F_j^{(j)}, \ldots, D_i^{(j)}, F_i^{(j)}) \leq P(F_i^{(j)}) , \] (6)
\[ P(D_1^{(1)}, D_2^{(1)}, F_2^{(1)}, \ldots, F_M^{(1)}, \ldots, D_i^{(j-1)}, \ldots, F_i^{(j-1)}, D_i^{(j)}, D_j^{(j)}, F_j^{(j)}, \ldots, D_i^{(j)}, D_i^{(j+1)} \) \( \leq P(D_i^{(j+1)}) . \) (7)

Substituting (6) and (7) into (2), we obtain
\[ \Lambda \leq 1 + \sum_{j=1}^{\infty} P(D_i^{(j)}) + \sum_{i=2}^{M} P(F_i^{(j)}) . \] (8)
Combining (5) and (8), the bounds of $\Lambda$ are given as follows,

$$1 + \sum_{j=1}^{\infty} \prod_{i=1}^{M} \Pi_{i} \cdot P(D_{i1}^{(j)}) + \sum_{i=2}^{M} \Pi_{i} \cdot P(F_{i}^{(j)}) \leq \Lambda \leq 1 + \sum_{j=1}^{\infty} \prod_{i=1}^{M} \Pi_{i} \cdot P(D_{i1}^{(j)}) + \sum_{i=2}^{M} \Pi_{i} \cdot P(F_{i}^{(j)}) \tag{9}$$

Denote $n$ the number of information bits carried by each channel symbol. Denote $\eta$ the link layer throughput efficiency, representing the average number of information-bits-per-symbol transmitted in the channel, $\eta = n/\Lambda$. In terms of (9), we obtain the bounds of the link layer throughput for our CT-TCM HARQ scheme as follows,

$$n \leq \frac{\sum_{j=1}^{\infty} \prod_{i=1}^{M} \Pi_{i} \cdot P(D_{i1}^{(j)}) + \sum_{i=2}^{M} \Pi_{i} \cdot P(F_{i}^{(j)})}{1 + \sum_{j=1}^{\infty} \prod_{i=1}^{M} \Pi_{i} \cdot P(D_{i1}^{(j)}) + \sum_{i=2}^{M} \Pi_{i} \cdot P(F_{i}^{(j)})} \leq \eta \leq n \left[ 1 + \sum_{j=1}^{\infty} \prod_{i=1}^{M} \Pi_{i} \cdot P(D_{i1}^{(j)}) + \sum_{i=2}^{M} \Pi_{i} \cdot P(F_{i}^{(j)}) \right] \tag{10}$$

The values of $P(D_{i}^{(j)})$, $P(F_{i}^{(j)})$ are obtained by simulation of the decoding scheme in Fig. 2.

### 4.2 TCP Throughput over AWGN Channels

In this section, we develop an analytical model to evaluate wireless TCP throughput over an arbitrary hybrid stop-and-wait ARQ scheme. This model enables us to compare the impacts on TCP-level throughput due to different HARQ schemes in Section 5.

We consider TCP connections traversing a wired line from a server to the access point (AP) and a wireless link from the AP to a wireless receiver. An arbitrary HARQ scheme is deployed in the wireless link. We assume that the traffic in the system is mainly due to the wireless user’s downloading from the server. The related parameters are defined as follows.

$D$, $d$: round trip propagation delay per TCP packet in the wired and wireless link, respectively;

$T$, $T_{w}$: TCP packet service time over a HARQ scheme and queuing delay at the AP, respectively;

$t_{a}$: transmission delay of a link layer ACK or NAK packet over the wireless link;

$B$: TCP packet buffer size at the AP;

$C$: the wireless link capacity in bits/s;

$L_{f}$: the length of a wireless link layer frame;
$q$: TCP packet loss rate over the wireless link;

$N$: the number of link layer frames per TCP packet;

$\bar{\tau}$: average round trip time (RTT) of a TCP packet between the server and the receiver;

$M_f$: the maximum number of transmissions per link layer frame over the wireless link;

$w_p$: the maximum size of congestion window (cwnd) of a TCP connection.

We make the following reasonable assumptions to simplify our analysis. The wired path from the server to the AP is assumed error-free. The wireless link is assumed to be an AWGN channel, where the packet errors are independently and identically distributed (i.i.d.). With i.i.d. packet errors, the TCP sender is not likely to experience two or more consecutive packet losses. Hence, it is reasonable to assume that the probability of TCP timeouts due to consecutive packet losses is small enough to be negligible. It is also reasonable to assume that most of the traffic from the server to the receiver are aggressive large flows. Under these circumstances, we ignore the slow-start phase and only consider the congestion avoidance phase of TCP.

Each TCP packet from the server is queued in a buffer at the AP and fragmented into smaller link layer frames with fixed length $L_f$ before they are sent. We ignore $t_a$ since the link layer frames commonly have fairly smaller size than TCP packets. For the same reason, we also ignore any delay in transmission of the link layer ACK and NAK. As usual, $D \gg d$, then we assume $D + d \approx D$.

Assuming that TCP sessions arrive as a Poisson process, based on the results from [24] that the performance of statistical bandwidth sharing is insensitive to the flow size distribution and flow arrival process, we can model the arrival of aggregated TCP packets at the AP as a Poisson process with rate $\lambda$. This allows us to use the M/G/1 processor sharing model for TCP packets arriving at the AP buffer. From [26], it is known that for a first-come-first-service (FCFS) discipline, the M/G/1 processor sharing model has the same result as a M/G/1 queue [25]. Therefore, the mean queueing delay $T_w$ of a TCP packet at the AP can be derived from the M/G/1 queue as follows

$$T_w = \frac{\lambda E[T^2]}{2(1 - \lambda \bar{T})},$$  \hspace{1cm} (11)

where $\bar{T}$ and $E[T^2]$ are the first and second moments of $T$. The average RTT ($\bar{\tau}$) is calculated by

$$\bar{\tau} = D + \bar{T} + T_w = D + \bar{T} + \frac{\lambda E[T^2]}{2(1 - \lambda \bar{T})}. \hspace{1cm} (12)$$
A TCP packet is successfully received only when all of its link layer frames are correctly received.

Consider a HARQ scheme with a maximum of $M_r$ transmissions per link layer frame. If any frame of a TCP packet fails in $M_r$ transmissions, this packet will be dropped and the next packet queueing in the buffer is to be sent. In order to obtain the first and second moments of $T$ per TCP packet over the HARQ scheme in AWGN channels, we propose the following discrete-time Markov chain. Denote $(n, j)$ a state of the discrete-time Markov chain model, representing the $n$th frame of a TCP packet transmitted the $j$th time by a HARQ scheme. Denote $T_f$ the transmission time of a link layer frame over the wireless link, $T_f = L_f/C$. The sojourn time at each state is a fixed time slot given by $T_f$. The discrete-time Markov chain is shown in Fig. 3, where $1 \leq n \leq N$, $1 \leq j \leq M_r$, $g_j$ and $e_j$ are the probabilities that a link layer frame succeeds and fails in the $j$th transmission, respectively, $g_j + e_j = 1$. The values of $g_j$ and $e_j$ depends on individual HARQ schemes. For these HARQ schemes which use the repetition coding in transmission without combining techniques in the AWGN channel, it is known that $g_{j+1} = g_j$ and $e_{j+1} = e_j$ for all $1 \leq j < M_r$. However, in the TCM codes-based HARQ schemes with combining techniques, different values of $g_j$ and $e_j$ are obtained in different retransmissions. The values of $g_j$ and $e_j$ in the AWGN channel can be obtained by simulation of the HARQ schemes.

Denote $\Omega$ the set of states of the discrete-time Markov chain model. The total number of states in $\Omega$ is $NM_r$. Denote $s = (n - 1)M_r + j$ as the index of state $(n, j)$, $1 \leq s \leq NM_r$. After a TCP packet finishes due to either failure in $M_r$ transmissions (i.e., at $s \in \{s = nM_r : 1 \leq n \leq N\}$) or successfully received (i.e., at $s \in \{(n - 1)M_r + j : 1 \leq j \leq M_r\}$), the state transits to $(1, 1)(s = 1)$ and the next TCP packet in buffer is transmitted. Denote $p_{ss'}$ the state transition probability from $s \in \Omega$ to $s' \in \Omega$. According to Fig. 3, $\{p_{ss'} : s, s' \in \Omega\}$ are given by

\[
p_{ss'} = \begin{cases}  
  e_{M_r}, & \text{for } s = nM_r, \ s' = 1 : 1 \leq n \leq N; \\
  g_j, & \text{for } s = (n - 1)M_r + j, \ s' = 1 : 1 \leq j \leq M_r; \\
  g_j, & \text{for } s = (n - 1)M_r + j, \ s' = nM_r + 1 : 1 \leq n \leq N - 1, \ 1 \leq j \leq M_r; \\
  e_s, & \text{for } s = (n - 1)M_r + j, \ s' = s + 1 : 1 \leq n \leq N, \ 1 \leq j \leq M_r - 1; \\
  0, & \text{for } s = s' : s, s' \in \Omega.
\end{cases}
\]

We obtain the transition probability matrix $P_{NM_r \times NM_r} = [p_{ss'}]$. Denote $\pi_s$ the probability of the discrete-time Markov chain being in state $s$. Define a row vector $\Pi = [\pi_s]$ the state probabilities
of the discrete-time Markov chain. We now have a set of steady state equations \( \pi_s = \sum_{s' \in \Omega} \pi_{s'} P_{s's} \) for all \( s \in \Omega \) and the normalizing equation \( \sum_{s \in \Omega} \pi_s = 1 \). By solving these equations, we obtain the set of stationary state probabilities \( \Pi \).

However, on calculating \( \bar{T} \) and \( E[T^2] \), we are also interested in the transient state probabilities of the model. Define \( \Pi^{(0)} \) as a row vector representing the initial probabilities for state \( s \in \Omega \) with elements \( \pi_s^{(0)} = 1 \) for \( s = 1 \) and \( \pi_s^{(0)} = 0 \) for \( s \in \Omega - \{1\} \). Denote \( \Phi \) a \( NM_r \) by \( NM_r \) matrix, representing the state transition probabilities of our Markov chain, excluding the transitions to state \((1,1)\) \( (s = 1) \). Define \( \phi_{ss'} \), \( 1 \leq s, s' \leq NM_r \), the element of \( \Phi \). The values of \( \phi_{ss'} \) are given by \( \phi_{ss'} = \begin{cases} p_{ss'}, & \text{for } s \neq s', s' \neq 1; \\ 0, & \text{for other } s, s' \in \Omega. \end{cases} \) Define \( X = [x_s] \) and \( Y = [y_s] \) as two column vectors representing the transition probabilities from state \( s \in \Omega \) to state \((1,1)\) due to success and failure in a TCP packet transmission, respectively. From Fig. 3, we have \( x_s = g_j \) for \( \{s = (N - 1)M_r + j : 1 \leq j \leq M_r\} \) and \( x_s = 0 \) for all other \( s \); \( y_s = e_{M_r} \) for \( \{s = nM_r : 1 \leq n \leq N\} \) and \( y_s = 0 \) for all other \( s \). Denote \( l \) the number of state time slots experienced in one TCP packet transmission (including success and failure). Based on the property of Markov chains [25], the transient state probabilities for state \( s \in \Omega \) at discrete time \( l \) is given by \( \Pi^{(l)} = \Pi^{(0)} \Phi^{l-1}(X + Y) \). From Fig. 3, \( l \) is given from \( \min(M_r, N) \) to \( NM_r \). Thus, the first and second moments of service time per TCP packet over the wireless link with a HARQ scheme can be calculated by

\[
\bar{T} = \sum_{l=\min(M_r,N)}^{NM_r} \Pi^{(0)} \Phi^{(l-1)}(X + Y) l T_f , \tag{13}
\]

\[
E[T^2] = \sum_{l=\min(M_r,N)}^{NM_r} \Pi^{(0)} \Phi^{(l-1)}(X + Y) (l T_f)^2 . \tag{14}
\]

Substituting (13) and (14) into (12), we can obtain the average RTT \( \bar{\tau} \) of a TCP packet through the wireless link deploying any HARQ scheme. The mean arrival rate \( \lambda \) of TCP packets is determined by the average number of TCP packets transmitted within the average RTT \( \bar{\tau} \), which depends on the following two factors: buffer size at the AP and residual packet losses.

Firstly, if packet losses due to wireless channel errors are thoroughly combated by the link layer HARQ scheme, the size of \( cwnd \) additively increases every RTT (since we assumed no congestion-related losses) till the buffer at the AP is filled. Then, the subsequently arrived TCP packets are
dropped due to buffer overflow, and the size of \( cwnd \) is halved (e.g. for TCP Reno [27]). Denote \( \mu \) the TCP packet transmission rate over the wireless link, \( \mu = 1/T \). We have \( w_p = (B + \mu \tau + 1) \), determined by the buffer size at the AP. Denote \( \bar{K} \) the average number of TCP packets successfully received when \( cwnd \) increases from \( w_p/2 \) and \( w_p \). We have \( \bar{K} = 3w_p^2/8 \), and \( \lambda \) is derived by

\[
\lambda = \bar{K} / \sum_{w_p/2}^{w_p} \frac{\tau}{(3w_p)/(4\tau)}. \tag{15}
\]

Secondly, if the packet losses due to wireless channel errors cannot be combated by \( M_r \) link layer transmissions of the HARQ scheme, the size of \( cwnd \) is determined by the detected residual packet losses. Given the TCP packet loss rate \( q \) over the wireless link, the average number of TCP packets transmitted between two consecutively packet losses is \( 1/q \). Since the size of \( cwnd \) halves due to packet losses, the average number of TCP packets transmitted between \( w_p/2 \) and \( w_p \) can be approximated to be \( 1/q \), then we have \( w_p = \sqrt{8/(3q)} \). For a TCP connection over an arbitrary HARQ scheme, the packet loss rate \( q \) corresponding to a maximum of \( M_r \) link layer transmissions can be obtained by \( q = (\Pi Y)/[\Pi (X + Y)] \), based on \( \Pi \) obtained from the discrete-time Markov chain. Substituting \( q \) into \( w_p = \sqrt{8/(3q)} \), we have \( w_p = \sqrt{8\Pi(X + Y)/(3\Pi Y)} \).

Considering the above two factors, limited buffer size \( B \) and limited \( M_r \) transmissions per link layer frame, the mean TCP packet arrival rate \( \lambda \) is calculated from (12)–(15) as follows,

\[
\lambda = \left\{ \frac{3}{4} \min \left( \sqrt{\frac{8\Pi(X + Y)}{3\Pi Y}}, \left[ B + \frac{D}{T} + \frac{\lambda E[T^2]}{2T(1 - \lambda T)} + 2 \right] \right) \right\} / \bar{\tau}. \tag{16}
\]

How to solve for \( \lambda \) in (16) is a fixed point problem [28]. Rearranging (16) to be a form of \( f(\lambda) = 0 \), we see that \( f(0) > 0 \), \( f(1/\bar{T}) < 0 \) and \( \frac{df}{d\lambda} < 0 \) for \( 0 \leq \lambda \leq 1/\bar{T} \). It shows that there is a unique solution to (16). Thus, we can obtain the value of \( \lambda \) by fixed point iteration. Finally, the TCP level efficiency over the general HARQ scheme is obtained by \( \lambda NL_f/C \).

5 Numerical Results

5.1 Link Layer Performance

We develop a simulation model in OPNET [29] to evaluate the performance of the proposed CT-TCM HARQ scheme with \( M = 4 \) and 8PSK modulation, referred to as CT-TCM-HARQ hereafter,
over AWGN channels and compare with other HARQ schemes in [18]-[21]. The length per link layer frame of the CT-TCM-HARQ scheme is 2048 bits and each block is sent at most four times by the CT-TCM-HARQ. For simplicity, the ARQ feedback messages (ACKs and NAKs) are assumed to be always correctly received.

We plot in Fig. 4 the upper and lower bounds of the link layer throughput obtained by (10), as well as the throughput obtained by simulation. All three curves are indistinguishable when plotted. It demonstrates that the bounds are very tight and accurate. For further performance evaluation, we plot in Fig. 5 the analytical link layer throughput of the CT-TCM-HARQ, and compare the results with those of the schemes in [18]-[20]. In [18], three TTCM HARQ schemes were investigated. Here we only consider a comparison with Scheme 1-TTCM and Scheme 2-TTCM of [18], because the maximum spectrum efficiency of Scheme 3-TTCM in [18] is 3 bits/s/Hz while the CT-TCM-HARQ achieves a maximum of 2 bits/s/Hz. We observe that the throughput achieved by our CT-TCM-HARQ outperforms the other TCM-based HARQ schemes, except for a small $E_s/N_0$ range ($5.2 \sim 6.2$ dB) where our scheme is worse than [20]. It results from the discrete coding gains provided by the CT-TCM-HARQ in successive retransmissions, since we adopt the puncture patterns that satisfy constraints (i) and (ii). This problem can be eliminated by an enhanced CT-TCM-HARQ using smaller fragments of the punctured parts in retransmissions, as shown in Fig. 5.

Fig. 6 provides the bit error rate (BER) as a function of $E_s/N_0$ obtained by our scheme and the schemes of [18, 20]. The BER of the TTCM HARQ of [18] is cited from the same authors’ work in [30] for the case of CRC-24. The results demonstrate the following two aspects. First, we compare a Type-I ARQ which simply repeats the same CT-TCM code in each retransmission with Scheme 1-TTCM of [18]. Both of the schemes use the repetition coding in retransmission. We observe that significantly improved coding gain is achieved by the Type-I ARQ using the CT-TCM code. This demonstrates that the CT-TCM code has better performance than the TTCM code of [13]. Second, we observe that further coding gain is achieved by the proposed CT-TCM-HARQ because different
punctured parts are used in subsequent retransmissions, comparing with the repetition coding used in the Type-I ARQ with the CT-TCM code and the scheme of [20] which switches between two TCM codes after two transmissions. Fig. 7 presents the frame error rate (FER) against $E_b/N_0$ obtained by the CT-TCM-HARQ and the ARQ with a rate 1/2 Turbo code [21]. It demonstrates again that significantly improved coding gain is achieved by the CT-TCM-HARQ than the Turbo ARQ scheme of [21], even in the case that we use the simple Type-I ARQ with the CT-TCM code.

5.2 TCP Performance

We evaluate TCP performance over the CT-TCM-HARQ based on the following parameters. The capacity of the wireless link is set to 2.048 M bits/s. Each TCP packet has 8192 bits. Let $D = 0.1$ s, $B = 20$, $M_r = 4$, unless they are specified.

We compare the TCP level performances between our proposed CT-TCM-HARQ and the TCM-based HARQ schemes reviewed in Section 2. Since the previous comparisons of the link layer performance have demonstrated that the scheme in [20] outperforms the other schemes, here we present a comparison of the TCP level performance between our scheme and the scheme of [20].

Based on the symbol error rate (SER) results provided in [20], we can estimate the FER of the scheme of [20] by $\text{FER}=1-(1-\text{SER})^{n_s}$, where $n_s$ denotes the number of symbols per frame. Such estimation is made under the assumption that the correlation in the SER process is negligible. This assumption is commonly justified for convolutional codes such as the one used in [20]. From the estimated FER results, we can derive the TCP throughput obtained by the scheme of [20].

The analytical results of TCP throughput obtained by the CT-TCM-HARQ and the scheme of [20] are plotted in Fig. 8. It demonstrates that significantly improved TCP throughput is achieved by our scheme. Realizing that the link layer throughput provides the capacity limit of TCP over the wireless link, we also include in Fig. 8 the link layer throughput of both schemes for a further comparison. We observe that the difference between the TCP throughput of the scheme of [20] and its link layer counterpart is larger than that of our scheme. The large difference in the scheme of [20] is mainly attributed to its higher link layer losses than that of our scheme. As a result,
TCP over the scheme of [20] requires larger buffer size than $B = 20$ at the AP for more local retransmissions of the corrupted packets.

In Fig. 9, we plot the TCP throughput over the CT-TCM-HARQ under different buffer size $B$. The results demonstrate that high TCP throughput is achieved under large buffer size. However, we also observe that as the buffer size further increases from 20 packets to 100 packets, no significant improvement on TCP throughput is achieved. The reason for this effect is that the increase of $B$ incurs the increase of queuing delay to a newly arrived TCP packet in the buffer and finally leads to the increase of the end-to-end RTT of a TCP packet. As a result, the TCP throughput cannot be further improved due to large RTT. Instead, it reaches the maximum link capacity (the link layer throughput is also included in Fig. 9), that provides fundamental limit to TCP throughput. The above discussion is based on the assumption that a TCP source can accurately estimate its RTT and uses the results to update its timeout threshold. Otherwise, large buffer size leads to undesirable longer packet delay or even timeouts [31], which degrade the end-to-end TCP throughput. These results provide arguments against the usage of large buffers as the small benefit obtained in TCP throughput may not justify the longer RTT. We also observe in Fig. 9 that increasing the AP buffer size cannot improve the TCP throughput when SNR $< 2.5$ dB. This is because very high packet loss rate when SNR $< 2.5$ dB, $q > 0.1855$, and the maximum size of $cwnd$ is constrained by $\sqrt{8/(3q)}$.

Finally, we verify our analytical results by simulation in OPNET. We run a FTP download application provided by the OPNET package over the TCP Reno through the wireless link. The inter-request time of FTP is exponentially distributed with mean 0.01 second, and the file size of FTP is 4000 bytes. Table 2 presents the comparisons between the analytical and simulated results for $B = 5$ and 20 TCP packets. In analysis, the values of $g_j$ and $e_j$ fed into the discrete-time Markov chain model in Fig. 3 are obtained by the simulation of the CT-TCM decoding algorithm [16]. The comparisons demonstrate strong agreements between the analysis and the simulation.
6 Conclusion

The applications of TCM codes in HARQ schemes and their impacts on TCP over wireless channels have been investigated in this paper. A Markov model has been developed to describe the interaction between TCP and the underlying HARQ scheme in a wireless TCP system. By this model, we have obtained the analytical TCP throughput over the proposed CT-TCM HARQ and investigated the impacts on TCP due to underlying FEC schemes, link layer retransmission, maximum attempts, and packet buffer size at AP. Both analysis and simulations demonstrate that the CT-TCM HARQ provides faster increase of coding gain in retransmissions than other existing TCM-based ARQs and higher link layer and TCP layer throughput is achieved by our scheme.
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Table 1: Comparisons of various wireless TCP solutions.

<table>
<thead>
<tr>
<th>Proposals</th>
<th>TCP semantics</th>
<th>TCP modification requirements</th>
<th>Cross-layer considerations</th>
<th>Retransmission due to wireless errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indirect TCP [3]</td>
<td>split</td>
<td>wireless portion</td>
<td>no</td>
<td>local</td>
</tr>
<tr>
<td>Snoop TCP [2]</td>
<td>end-to-end</td>
<td>access point</td>
<td>yes</td>
<td>local</td>
</tr>
<tr>
<td>Freeze-TCP [5]</td>
<td>end-to-end</td>
<td>receiver side</td>
<td>yes</td>
<td>end-to-end</td>
</tr>
<tr>
<td>ECN-enabled TCP [6]</td>
<td>end-to-end</td>
<td>sender, receiver</td>
<td>no</td>
<td>end-to-end</td>
</tr>
<tr>
<td>ECN-enabled TCP [6],</td>
<td>end-to-end</td>
<td>sender, receiver and routers</td>
<td>yes</td>
<td>end-to-end</td>
</tr>
<tr>
<td>TCP-Jersey [7]</td>
<td>end-to-end</td>
<td>sender side</td>
<td>no</td>
<td>end-to-end</td>
</tr>
<tr>
<td>ELN-enabled TCP [2]</td>
<td>end-to-end</td>
<td>sender, receiver</td>
<td>yes</td>
<td>end-to-end</td>
</tr>
<tr>
<td>TCP Veno [8]</td>
<td>end-to-end</td>
<td>sender side</td>
<td>no</td>
<td>end-to-end</td>
</tr>
</tbody>
</table>

Table 2: Comparisons of TCP throughput obtained by analysis and simulation.

<table>
<thead>
<tr>
<th>Throughput v.s. SNR (dB)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical results (B = 5)</td>
<td>0.5 × 10^{-5}</td>
<td>0.12</td>
<td>0.314</td>
<td>0.32</td>
<td>0.46</td>
<td>0.475</td>
<td>0.475</td>
<td>0.475</td>
<td>0.495</td>
<td>0.905</td>
</tr>
<tr>
<td>Simulation results (B = 5)</td>
<td>1.12 × 10^{-4}</td>
<td>0.09</td>
<td>0.318</td>
<td>0.324</td>
<td>0.462</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.49</td>
<td>0.92</td>
</tr>
<tr>
<td>Analytical results (B = 20)</td>
<td>0.5 × 10^{-5}</td>
<td>0.124</td>
<td>0.324</td>
<td>0.330</td>
<td>0.479</td>
<td>0.495</td>
<td>0.495</td>
<td>0.495</td>
<td>0.507</td>
<td>0.982</td>
</tr>
<tr>
<td>Simulation results (B = 20)</td>
<td>1.13 × 10^{-4}</td>
<td>0.109</td>
<td>0.329</td>
<td>0.478</td>
<td>0.494</td>
<td>0.494</td>
<td>0.494</td>
<td>0.505</td>
<td>0.979</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1: The global encoder structure of a CT-TCM algorithm with $M$ component encoders.
Figure 2: The global decoder structures of a CT-TCM algorithm with $M$ component encoders.
Figure 3: Discrete-time Markov chain of TCP transmission over a HARQ scheme in AWGN channels.
Figure 4: Link layer throughput bounds.
Figure 5: Link layer throughput of the CT-TCM-HARQ and the TCm-based HARQ schemes of [18, 19, 20] over an AWGN channel.
Figure 6: BER of our scheme and the TCM-based HARQ schemes of [18] and [20] over an AWGN channel.
Figure 7: FER of our scheme and the Turbo ARQ [21] with a rate 1/2 Turbo code and 1024-bit packet over an AWGN channel.
Figure 8: TCP Throughput comparisons between our scheme and the scheme of [20].
Figure 9: TCP throughput under different buffer size $B$. 